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#### Abstract

We give a unified way of testing and learning finite Markov chains from a single Markovian trajectory, using the idea of $k$-cover time introduced here. The $k$-cover time is the expected length of a random walk to cover every state at least $k$ times. This generalizes the notion of cover time in the literature. The error metric in the testing and learning problems is the infinity matrix norm between the transition matrices, as considered by Wolfer and Kontorovich.

Specifically, we show that if we can learn or test discrete distributions using $k$ samples, then we can learn or test Markov chains using a number of samples equal to the $k$-cover time of the chain, up to constant factors. We then derive asymptotic bounds on the $k$-cover time in terms of the number of states, minimum stationary probability and the cover time of the chain. Our bounds are tight for reversible Markov chains and almost tight (up to logarithmic factors) for irreducible ones.

Our results on $k$-cover time yield sample complexity bounds for a wider range of learning and testing tasks (including learning, uniformity testing, identity testing, closeness testing and their tolerant versions) over Markov chains, and can be applied to a broader family of Markov chains (irreducible and reversible ones) than previous results which only applies to ergodic ones.
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## 1 Introduction

Learning and testing discrete distributions is an active research area (see, e.g., [AB09, $\mathrm{BFF}^{+} 01$, CDVV14] and the references therein). Classical results include $\Theta\left(n / \epsilon^{2}\right)$ as sample complexity for learning [AB09] and $\Theta\left(\sqrt{n} / \epsilon^{2}\right)$ as sample complexity for uniformity testing [Pan08]. A number of other learning and testing problems have been proposed and studied as well, including identity testing, closeness testing and tolerant learning/testing (see, e.g., the survey by Canonne [Can17]).

We consider these problems when the samples are not i.i.d., but instead generated from a finite Markov chain, as considered in [DDG17, WK19b, WK20a]. Following [WK19b, WK20a], we use the infinity matrix norm as the distance measure. The main challenge in the Markovian case is that, since the samples are dependent, the mixing properties of the chain needs to be taken into consideration.

Consider a Markov chain over discrete state space $[n]=\{1,2, \ldots, n\}$. Given the initial state $X_{0}$, one can generate the Markovian trajectory $X_{1}, X_{2}, \ldots, X_{T}$ according to the transition probabilities $\mathbb{P}\left(X_{t}=\right.$ $\left.j \mid X_{t-1}=i\right)=p_{i j}$ for all $t \geq 1$. Denote by $M=\left(p_{i j}\right)_{i, j \in[n]}$ the transition matrix of this chain. The Markov chain is irreducible if for all $i, j \in[n]$, there exists some $t \in \mathbb{N}$ such that $\left(M^{t}\right)_{i j}>0$. For each irreducible Markov chain, the fundamental theorem of Markov chain guarantees a unique stationary distribution $\pi=\left(\pi_{1}, \ldots, \pi_{n}\right) \in \Delta^{n-1}$, which is entry-wise positive, such that $\pi M=\pi$. Here $\Delta^{n-1} \triangleq\{\pi$ : $\left.\mathbf{1}^{T} \pi=1, \pi \in \mathbb{R}_{+}^{n}\right\}$ is the ( $n-1$ )-dimensional probability simplex. We denote the minimum stationary probability as $\pi_{*} \triangleq \min _{i \in[n]} \pi_{i}$.

If the chain is reversible in addition to being irreducible, it then satisfies the detailed balance condition: $p_{i j} \pi_{i}=p_{j i} \pi_{j}, \forall i, j \in[n]$. If a Markov chain is reversible, then the eigenvalues of its transition matrix $M$ are all real and can be denoted as $\lambda_{1}=1>\lambda_{2} \geq \ldots \geq \lambda_{n} \geq-1$. The spectral gap of this chain is $\gamma \triangleq 1-\lambda_{2}$, and the absolute spectral gap of this chain is $\gamma_{*} \triangleq \min \left\{1-\left|\lambda_{2}\right|, 1-\left|\lambda_{n}\right|\right\}$. It is well known that $\gamma_{*}$ characterizes the mixing time $t_{\text {mix }}$ of reversible chains via the inequalities $\Omega\left(1 / \gamma_{*}\right) \leq t_{\text {mix }} \leq$ $O\left(\ln \left(1 / \pi_{*}\right) / \gamma_{*}\right)$.
(Uniformly) ergodic chains form a sub-family of irreducible chains that also satisfies the aperiodicity condition. For ergodic chains, the mixing time is similarly characterized by Paulin's pseudo-spectral gap $\gamma_{\mathrm{ps}}$ [Pau15]. This quantity generalizes the absolute spectral gap by suitably reversiblizing the chain. Formally, $\gamma_{\mathrm{ps}} \triangleq \max _{k \geq 1} \frac{1}{k} \gamma\left(\left(M^{T}\right)^{k} M^{k}\right)$.

Given a Markovian trajectory $X_{0}^{m}=\left(X_{0}, \ldots, X_{m}\right)$ from some unknown Markov chain $M$ up to time $m$, we are interested in learning $M$ from this trajectory. A popular choice in the literature is the plug-in estimator $\hat{M}$ defined as $\hat{M}=\left(N_{i j} / m\right)_{i, j \in[n]}$, where $N_{i j}$ is the the number of transitions from state $i$ to state $j$ in this trajectory. The quality of any estimator $\hat{M}$ then depends on its closeness to $M$ under some distance measure $d(M, \hat{M})$.

Besides learning, there are also testing tasks including uniformity testing, identity testing and closeness testing. We list the following four natural learning and testing tasks for Markov chains here.

1. $(\epsilon, \delta)$-Learning : Given small constants $\delta, \epsilon \in(0,1)$, and a Markovian trajectory $X_{1}^{m}$ from some unknown chain $M$, an $(\epsilon, \delta)$-learning algorithm $\mathcal{A}$ outputs a transition matrix $\hat{M}=\mathcal{A}\left(X_{1}^{m}, n\right)$ such that $d(\hat{M}, M) \leq \epsilon$ with probability $\geq 1-\delta$.
2. ( $\epsilon, \delta)$-Uniformity Testing : Given small constants $\delta, \epsilon \in(0,1)$, and a Markovian trajectory $X_{1}^{m}$ from some unknown chain $M$, an $(\epsilon, \delta)$-uniformity testing algorithm $\mathcal{A}\left(X_{1}^{m}, M, n\right)$ outputs "Yes" if $M=M_{u}$ and "No" if $d\left(M, M_{u}\right) \geq \epsilon$ with probability $\geq 1-\delta$. Here $M_{u}=\frac{1}{n} \mathbf{1}^{T} \mathbf{1}$ yields exactly
uniform i.i.d samples.
3. $(\epsilon, \delta)$-Identity Testing : Given small constants $\delta, \epsilon \in(0,1)$, a known reference Markov chain $M$ and a Markovian trajectory $X_{1}^{m}$ from another unknown chain $M^{\prime}$, an $(\epsilon, \delta)$-identity testing algorithm $\mathcal{A}\left(X_{1}^{m}, M, n\right)$ outputs "Yes" if $M=M^{\prime}$ and "No" if $d\left(M, M^{\prime}\right) \geq \epsilon$ with probability $\geq 1-\delta$.
4. $(\epsilon, \delta)$-Closeness Testing : Given small constants $\delta, \epsilon \in(0,1)$, two Markovian trajectories $X_{1}^{m}, Y_{1}^{m}$ from unknown Markov chains $M, M^{\prime}$ respectively, an $(\epsilon, \delta)$-closeness testing algorithm $\mathcal{A}\left(X_{1}^{m}, Y_{1}^{m}, n\right)$ outputs "Yes" if $M=M^{\prime}$ and "No" if $d\left(M, M^{\prime}\right) \geq \epsilon$ with probability $\geq 1-\delta$.

For testing problems, there are also tolerant versions: Given $0<\epsilon_{1}<\epsilon_{2}<1$, decide whether $d\left(M, M^{\prime}\right) \leq$ $\epsilon_{1}$ or $d\left(M, M^{\prime}\right) \geq \epsilon_{2}$. These tolerant testing tasks are in general harder than vanilla testing tasks. Details about tolerant testing will be covered in Section 3.

Previous works considered various distance measures $d(M, \hat{M})$ : matrix norms, Hellinger-based distance and the minimax prediction risk. We now discuss these distance measures.

- Infinity Matrix Norm: Learning Markov chains under the infinity matrix norm $\|\hat{M}-M\|_{\infty}$ is studied in [WK19b]. ${ }_{\sim}^{1}$ It is shown that a certain estimator (not the empirical one) achieves near-optimal sample complexity $\tilde{\Theta}\left(1 / \gamma_{\mathrm{ps}} \pi_{*}+n / \pi_{*} \epsilon^{2}\right)$ for learning ergodic chains. And later, they considered identity testing ergodic chains under this distance, showing that one can achieve near optimal sample complexity $\tilde{\Theta}\left(1 / \gamma_{\mathrm{ps}} \pi_{*}+\sqrt{n} / \pi_{*} \epsilon^{2}\right)$ [WK20a]. Recently, this distance is also studied in [WK20b] for learning a Markov chain with a countable state space.
- A Hellinger-based Distance: The distance $d_{\sqrt{ }}(\hat{M}, M)$ was proposed to study identity testing problem of Markov chains in [DDG17, CB19]. However, identity testing under this distance only works for symmetric Markov chains, which is a quite restricted sub-family of Markov chains. Also, this distance measure fails to satisfy the triangle inequality and is not a metric [DDG17]. Thus we do not study learning and testing problems under this distance.
- Minimax Prediction Risk: The problem of learning Markov chains under some smooth $f$-divergence based minimax prediction risk $\rho(\hat{M}, M)$ was studied in [HOP18]. They deduced the near-optimality of the (smoothed) plug-in estimator for achieving low risk, so long as $\min _{i, j} p_{i j}>0$. This is a fairly strong restriction on Markov chains. Hence, we are not interested in this measure either.

As the above discussion shows, both the Hellinger-based distance and the one based on the minimax population risk put stringent conditions on the families of Markov chains we can study. Thus, we stick with using matrix norms as the distance measure. Moreover, we find the infinity matrix norm $\|\cdot\|_{\infty}$ natural for its intimate connection to learning and testing with i.i.d. samples, as shown previously in [WK19b, WK20a, WK20b]. Formally, we have

$$
\left\|M-M^{\prime}\right\|_{\infty}=\max _{i \in[n]}\left\{\sum_{j \in[n]}\left|p_{i j}-p_{i j}^{\prime}\right|\right\}=\max _{i \in[n]} 2 d_{\mathrm{TV}}\left(\mathbf{p}_{i}, \mathbf{p}_{i}^{\prime}\right)
$$

Here $\mathbf{p}_{i}=\left(p_{i 1}, p_{i 2}, \ldots, p_{i n}\right)$ denotes the outgoing transition probabilities from state $i$, and $d_{\text {TV }}$ denotes the total variation distance.

[^1]In this paper, we shed light on the connection between learning and testing problems for Markov chains and those with i.i.d. samples. Specifically, we prove that the sample complexity of learning and testing Markov chains is controlled by a combinatorial quantity $t_{\text {cov }}^{(k)}$ of the unknown chain which we dub as the $k$-cover time. Informally speaking, we show that if the sample complexity of $(\epsilon, \delta)$-learning/testing discrete distributions under $d_{\mathrm{TV}}$ is $k(\epsilon, \delta)$, then the sample complexity of learning and testing Markov chains under $\|\cdot\|_{\infty}$ is upper bounded by $t_{\mathrm{cov}}^{k\left(\epsilon, \delta^{\prime}\right)}$ of the unknown chain. This gives an essentially blackbox reduction of Markov chain problems to their i.i.d. counterparts.

Our argument works for a large family of learning and testing tasks including learning, uniformity testing, identity testing, closeness testing and related tolerant versions of testing problems. Our main results (Theorem 6 and Theorem 9) generalize previous Markov chain learning [WK19b] and Markov chain Identity Testing [WK20a] results to every similarly-defined learning and testing problems on Markov chains. Further, previous results [WK19b, WK20a] only hold for ergodic chains, while our results hold more generally for irreducible chains - arguably the most general family of chains having a finite sample complexity guarantee.

Technically, our work differs from [WK20a] (that also gives a blackbox reduction of Identity Testing to i.i.d. samples) in that they bound the number of visits using a union bound and an ad hoc decomposition of the trajectory, while we employ sophisticated tools such as Ray-Knight isomorphism theorem to bound the $k$-cover time. Also, when reducing Markov chain problems to their i.i.d. counterparts, we relate the finite trajectory to the infinite trajectory via the concept of $k$-cover time. This avoids the ad hoc decomposition of [WK20a] or the matrix Freedman inequality used in [WK19b], while generalizing the results to irreducible chains.

Towards our main results, we also prove tight bounds for the $k$-cover time in terms of $k$, minimum stationary probability and the cover time. For reversible chains, our bounds $t_{\text {cov }}^{(k)}=\Theta\left(k / \pi_{*}+t_{\text {cov }}\right)$ are tight up to constant factors (Lemma 9 and Theorem 5). For irreducible chains, our upper bound $t_{\text {cov }}^{(k)}=\tilde{O}\left(k / \pi_{*}+t_{\text {cov }}\right)$ is tight up to a factor logarithmic in the number of states (Lemma 9 and Theorem 7).

## 2 Preliminaries

In this section, we review some related definitions, lemmas and theorems which will be useful in our analysis. Specifically, we review some backgrounds on testing and learning discrete distributions as well as the Ray-Knight's isomorphism theorem.

### 2.1 Testing and Learning Discrete Distributions

Testing and learning discrete distributions with i.i.d. samples is a well studied topic, especially under the total variation distance. The following theorem summarizes some results in this area, including sample complexity bounds for learning, identity testing, closeness testing and so on.

Theorem $1((\epsilon, \delta)$-learning/testing discrete distributions). The sample complexity of learning and testing problems given i.i.d. samples over state space $[n]$ are as follows.

1. $(\epsilon, \delta)$-learning ([AB09]): The sample complexity is $\Theta_{\delta}\left(n / \epsilon^{2}\right)$.
2. $(\epsilon, \delta)$-uniform testing ([Pan08]): The sample complexity is $\Theta_{\delta}\left(\sqrt{n} / \epsilon^{2}\right)$.
3. $(\epsilon, \delta)$-identity testing ([BFF ${ }^{+} 01$, VV17]): The sample complexity is $\Theta_{\delta}\left(\sqrt{n} / \epsilon^{2}\right)$.
4. $(\epsilon, \delta)$-closeness testing ([CDVV14], Theorem 1): The sample complexity is $\Theta_{\delta}\left(\max \left\{\sqrt{n} / \epsilon^{2}, n^{2 / 3} / \epsilon^{4 / 3}\right\}\right)$.
5. $\left(\epsilon_{1}, \epsilon_{2}, \delta\right)$-tolerant-uniformity testing ([VV11], Theorem 3 and 4): The sample complexity is $O_{\delta}\left(n / \ln n\left(\epsilon_{2}-\right.\right.$ $\left.\epsilon_{1}\right)^{2}$ ).
6. ( $\left.\epsilon_{1}, \epsilon_{2}, \delta\right)$-tolerant-identity testing ([VV11], Theorem 3 and 4): The sample complexity is $O_{\delta}\left(n / \ln n\left(\epsilon_{2}-\right.\right.$ $\left.\epsilon_{1}\right)^{2}$ ).
7. $\left(\epsilon_{1}, \epsilon_{2}, \delta\right)$-tolerant-closeness testing ([VV11], Theorem 3 and 4): The sample complexity is $O_{\delta}\left(n / \ln n\left(\epsilon_{2}-\right.\right.$ $\left.\epsilon_{1}\right)^{2}$ ).
8. $(\epsilon / 2 \sqrt{n}, \epsilon, \delta)$-tolerant-uniform testing ([GR11], rephrased): The sample complexity is $O_{\delta}\left(\sqrt{n} / \epsilon^{4}\right)$.
9. $\left(\epsilon^{3} / 300 \sqrt{n} \ln n, \epsilon, \delta\right)$-tolerant-identity testing ([BFF+01$]$, Theorem 24$)$ : The sample complexity is $O_{\delta}\left(\sqrt{n} \ln n / \epsilon^{6}\right)$.

Here $\Theta_{\delta}$ hides the logarithmic term in $\delta$.

In the next section, we will show how Markov chain problems are related to i.i.d. sample problems via the $k$-cover time.

### 2.2 Ray-Knight's Isomorphism Theorem

Given an infinite Markovian trajectory $X_{1}^{\infty}$ and $t \geq 1$, let $\left\{N_{i}^{X}(t), \forall i \in[n]\right\}$ be the counting measure of states [ $n$ ] appearing in the subtrajectory $X_{1}^{t}$ up to time $t$, and we denote the empirical distribution induced by the trajectory as $\hat{\pi}(t)=\left(N_{1}(t) / t, \ldots, N_{n}(t) / t\right)$. We define the random cover time as $\tau_{\text {cov }}^{X} \triangleq \inf \{t: \forall i \in$ $\left.[n], N_{i}^{X}(t)>0\right\}$, the first time to have visited every state. For clearer illustration, we omit the superscript $X$ in $N_{i}^{X}(t)$ and $\tau_{\text {cov }}^{X}$ in the rest of the paper when it does not incur ambiguity. The expectation of $\tau_{\text {cov }}$ given a fixed initial state $i_{0}$ is $\mathbb{E}\left[\tau_{\text {cov }} \mid X_{0}=i_{0}\right]$ and the expected cover time is the maximum over the initial state, $t_{\text {cov }} \triangleq \max _{i_{0} \in[n]} \mathbb{E}\left[\tau_{\text {cov }} \mid X_{0}=i_{0}\right]$.

The random hitting time is the first time when a certain state gets hit by the random walk. Specifically, for some $j \in[n]$ the random hitting time is $\tau_{\text {hit }}(j) \triangleq \inf \left\{t: N_{j}(t)>0\right\}$. The hitting time is then defined as $t_{\text {hit }}=\max _{i_{0}, j \in[n]} \mathbb{E}\left[\tau_{\text {hit }}(j) \mid X_{0}=i_{0}\right]$.

Any reversible Markov chain corresponds to the canonical discrete time random walk on an edge-weighted undirected graph $G=(V, E, w)$, and vice versa [AF95, §3.2]. We also think of $G$ as an electrical network, with edge weight $w_{i j}$ being the conductance of a resistor between nodes $i$ and $j$ (i.e. having resistance $1 / w_{i j}$ ). Let $c_{i}=\sum_{j \in V} w_{i j}$ be the degree of node $i$. The discrete time random walk has transition probability $p_{i j}=w_{i j} / c_{i}$. Given any two nodes $i, j$, the effective resistance between $i, j$ over this network is denoted by $r_{i j}$; see [LPW17, Chapter 9] for more information about random walks and electrical networks. Finally, let $c=\sum_{i \in V} c_{i}$ be the total conductance.

The continuous-time Markov chain can be constructed from a discrete Markov chain by setting an exponential clock $\tau_{\exp } \sim \operatorname{Exp}(1)$ to determine the time interval between jumps. After fixing the starting state as $i_{0} \in[n]$, the local time for state $i \in[n]$ and time $t$ is

$$
L_{t}^{i} \triangleq \frac{1}{c_{i}} \int_{0}^{t} \mathbf{1}_{\left\{X_{s}=i\right\}} d s
$$

and the inverse local time (of $i_{0}$ ) at time $t$ is

$$
\tau_{\operatorname{inv}}(t) \triangleq \inf \left\{s: L_{s}^{i_{0}}>t\right\} .
$$

Following [DLP11, Din14], we will analyze the ( $k$-) cover time via the local time process $\left\{L_{\tau_{\text {inv }}(t)}^{i}: i \in[n]\right\}$.
We now recall the generalized second Ray-Knight isomorphism theorem of $\left[E K M^{+} 00\right]$ (see also [MR06, Theorem 8.2.2]).

Theorem 2 (Generalized Second Ray-Knight isomorphism theorem). Fix some state $i_{0} \in[n]$ and denote $T_{0} \triangleq \tau_{\text {hit }}\left(i_{0}\right)$. We let

$$
\Gamma_{i_{0}}(i, j)=\mathbb{E}\left[L_{T_{0}}^{j} \mid X_{0}=i\right]=\frac{1}{2}\left(r_{i_{0} i}+r_{i_{0} j}-r_{i j}\right)
$$

and let $\eta=\left\{\eta_{i}: i \in[n]\right\}$ be a mean zero Gaussian process with covariance $\Gamma_{i_{0}}(i, j)$. Let $P_{i_{0}}$ and $P_{\eta}$ be the measure on the process $\left\{L_{\tau_{\text {inv }}(t)}^{i}\right\}$ and $\left\{\eta_{x}\right\}$, respectively. Then under the measure $P_{i_{0}} \times P_{\eta}$, for any $t>0$, we have the following equality in distribution:

$$
\left\{L_{\tau_{\mathrm{inv}}(t)}^{i}+\frac{1}{2} \eta_{i}^{2}: i \in[n]\right\} \stackrel{d .}{=}\left\{\frac{1}{2}\left(\eta_{i}+\sqrt{2 t}\right)^{2}: i \in[n]\right\} .
$$

This powerful isomorphism theorem was used by [DLP11] to prove the "blanket time conjecture" of [WZ96]. And the Gaussian process described above is called the Gaussian free field in the literature. We cite the main theorem of [DLP11] for future reference.

Theorem 3 (Constant-factor approximation of cover time). For the random walk on reversible Markov chains, fix some $i_{0} \in[n]$ as starting state, and let $\eta=\left\{\eta_{i}: i \in[n]\right\}$ be the Gaussian process described in Theorem 2. Then we have

$$
t_{\mathrm{cov}} \asymp c\left(\mathbb{E} \max _{i} \eta_{i}\right)^{2}
$$

where $c=\sum_{i} c_{i}$ is the total conductance.

The $k$-cover time naturally generalizes the cover time, and underpins our arguments for sample complexity bounds. Roughly speaking, it measures the expected length of the Markovian trajectory to ensure covering each state $k$ times.

Definition 1 ( $k$-cover time). For any $k \in \mathbf{N}^{+}$, the random $k$-cover time $\tau_{\text {cov }}^{(k)}$ is the first time when every state in $[n]$ has been visited $k$ times, i.e., $\tau_{\mathrm{cov}}^{(k)} \triangleq \inf \left\{t: \forall i \in[n], N_{i}(t) \geq k\right\}$. And the $k$-cover time is $t_{\text {cov }}^{(k)} \triangleq \max _{i_{0} \in[n]} \mathbb{E}\left[\tau_{\text {cov }}^{(k)} \mid X_{0}=i_{0}\right]$.

Note that the $k$-cover time coincides with the cover time when $k=1$. And we refer the readers to [LPW17, AF95] for a wonderful exposition of techniques and results on Markov chains.

The rest of this paper is structured as follows. In Section 3, we connect Markov chain learning/testing to $k$-cover time. In Section 4, we bound the $k$-cover time of reversible chains via the isomorphism theorem, and discuss its implications on testing and learning. In Section 5, we bound the $k$-cover time of irreducible chains, discuss its consequences and end with several open problems.

## 3 Learning and Testing Markov Chains via $k$-cover Time

In this section, we will see how $k$-cover time is closely related to Markov chain learning and testing problems. In the following, we argue that if $k(n, \epsilon, \delta)$ i.i.d. samples are enough to $(\epsilon, \delta)$-learn/test $n$-state discrete distributions under total variation distance, then $t_{\text {cov }}^{k(n, \epsilon, O(\delta / n))}$ samples are sufficient to learn/test the Markov chain under infinity matrix norm. We first prove the following simple lemma.

Lemma 1 (Exponential decay lemma). For random walk on irreducible chains, for any $k, m \in \mathbf{N}^{+}$, and any initial distribution $\mathbf{q}$, we have $\mathbb{P}\left(\tau_{\mathrm{cov}}^{(k)} \geq e m t_{\mathrm{cov}}^{(k)}\right) \leq e^{-m}$.

Proof. Consider $\tau_{\text {cov }}^{(k)}$ with any fixed starting state $X_{0} \sim \mathbf{q}$, we have by Markov's inequality and linearity of expectation that

$$
\begin{equation*}
\mathbb{P}\left(\tau_{\mathrm{cov}}^{(k)} \geq e t_{\mathrm{cov}}^{(k)}\right) \leq \mathbb{P}\left(\tau_{\mathrm{cov}}^{(k)} \geq e \mathbb{E}\left[\tau_{\mathrm{cov}}^{(k)} \mid X_{0}\right]\right) \leq 1 / e \tag{1}
\end{equation*}
$$

Note that this inequality holds for any initial distribution of starting state q. We then bound $\mathbb{P}\left(\tau_{\text {cov }}^{(k)} \leq\right.$ $\left.e m t_{\text {cov }}^{(k)}\right) \geq e^{-m}$ by induction.

First, we consider the first two sub-trajectories of the Markov chain, each of length $l \triangleq e t_{\mathrm{cov}}^{(k)}$, i.e., the chain $X_{1}^{l}$ and $X_{l+1}^{2 l}$. Denote the event $E_{1} \triangleq\left\{X_{1}^{l}\right.$ covers the state space $k$ times $\}$, and $E_{2} \triangleq\left\{X_{l+1}^{2 l}\right.$ covers the state space $k$ times $\}$. Suppose $X_{0}$ is drawn from $\mathbf{q} \in \Delta^{n-1}$, then according to Eq. (1), we have $\mathbb{P}\left(E_{1}^{c}\right)=$ $\mathbb{P}\left(\tau_{\mathrm{cov}}^{(k)} \geq e t_{\mathrm{cov}}^{(k)}\right) \leq 1 / e$. Denote the distribution of $X_{l}$ conditioned on $E_{1}^{c}$ as $\mathbf{q}^{\prime}$, and $\tau_{\text {cov }}^{(k)^{\prime}}$ as the $k$-cover time of $X_{l+1}^{\infty}$, then we have $\mathbb{P}\left(E_{2}^{c} \mid E_{1}^{c}\right)=\mathbb{P}\left(\tau_{\mathrm{cov}}^{(k)^{\prime}} \geq e t_{\mathrm{cov}}^{(k)} \mid \tau_{\mathrm{cov}}^{(k)} \geq e t_{\mathrm{cov}}^{(k)}\right)=\mathbb{P}\left(\tau_{\mathrm{cov}}^{(k)^{\prime}} \geq e t_{\mathrm{cov}}^{(k)} \mid X_{l} \sim \mathbf{q}^{\prime}\right) \leq 1 / e$. Here we used the fact that $E_{1}$ is determined by $X_{1}^{l}$; while due to Markovian property, $E_{2}$ do not depend on $X_{1}^{l-1}$.
The above reasoning gives $\mathbb{P}\left(E_{1}^{c} \cap E_{2}^{c}\right)=\mathbb{P}\left(E_{1}^{c}\right) \mathbb{P}\left(E_{2}^{c} \mid E_{1}^{c}\right) \leq e^{-2}$. Similarly, we can deduce that $\mathbb{P}\left(\cap_{i \in[m]} E_{i}^{c}\right) \leq$ $e^{-m}$. But the event $E \triangleq\left\{X_{1}^{m l}\right.$ covers the state space $k$ times $\}$ includes the event $\cup_{i \in[m]} E_{i}$, thus $\mathbb{P}\left(E^{c}\right) \leq$ $\mathbb{P}\left(\cap_{i \in[m]} E_{i}^{c}\right) \leq e^{-m}$. This proves the lemma.

### 3.1 Learning Markov Chains

Given any $(\epsilon, \delta)$-learner $\mathcal{L}\left(Y_{1}^{m}, n\right)$ for discrete distributions that outputs $\hat{\mathbf{p}}$ with i.i.d. samples $Y_{1}^{m}$ from $\mathbf{p} \in \Delta^{n-1}$, we consider the following learning algorithm for Markov chains. Here $k(n, \epsilon, \delta)$ is the sample complexity of $(\epsilon, \delta)$-learn a discrete distribution using i.i.d. samples.

Then we have the following lemma about the sample complexity of learning Markov chains.
Lemma 2 ( $k$-cover time and learning Markov chain). If we have a $(\epsilon, \delta)$-learner for $n$-state distribution with sample complexity $k(n, \epsilon, \delta)$, then we can $(\epsilon, \delta)$-learning the chain $M$ using $O_{\delta}\left(t_{\mathrm{cov}}^{k(n, \epsilon, \delta / 2 n)}\right)$ samples. Here $O_{\delta}$ hides logarithmic factors in $\delta$.

Proof. Since we have $\mathbb{P}\left(\tau_{\text {cov }}^{(k)} \geq e m t_{\text {cov }}^{(k)}\right) \leq e^{-m}$ according to Lemma 1, then by taking $m=\ln \frac{2}{\delta}$, we have $\mathbb{P}\left(\tau_{\text {cov }}^{(k)} \geq e t_{\text {cov }}^{(k)} \ln \frac{2}{\delta}\right) \leq \frac{\delta}{2}$. Thus, for a length $l=e t_{\text {cov }}^{k(n, \epsilon, \delta / 2 n)} \ln \frac{2}{\delta}$ trajectory, we will have $k(n, \epsilon, \delta / 2 n)$ samples for each states in $[n]$ with probability $\geq 1-\delta / 2$. We consider the infinite chain $X_{1}^{\infty}$, and define the event $E=\left\{N_{i}(l) \geq k(n, \epsilon, \delta / 2 n)\right\}, E_{i}=\left\{\right.$ first $k$ samples for state $i$ from $X_{1}^{\infty}$ yields $\left.d_{\mathrm{TV}}\left(\hat{\mathbf{p}}_{i}, \mathbf{p}_{i}\right) \leq \epsilon\right\}$. Then $\mathbb{P}(E) \geq 1-\delta / 2$, and $\mathbb{P}\left(E^{c}\right) \leq \delta / 2$; also we have $\mathbb{P}\left(E_{i}\right) \geq 1-\delta / 2 n$, and $\mathbb{P}\left(E_{i}^{c}\right) \leq \delta / 2 n$, due to the Markov property and the guarantee of the discrete distribution learner $\mathcal{L}$.

```
Algorithm 1: LEARNCHAIN
    Input: a Markovian trajectory \(X_{1}^{m}\), parameters \(n, \epsilon, \delta\)
    Output: a candidate Markov chain \(\hat{M}\)
    for \(i \leftarrow 1,2, \ldots, n\) do
        if \(N_{i}^{X}(m) \leq k(n, \epsilon, \delta / 2 n)\) then
            \(\hat{\mathbf{p}}_{i} \leftarrow \frac{1}{n} \mathbf{1}\)
        else
            Let \(Y_{i, 1}, Y_{i, 2}, \ldots, Y_{i, k(n, \epsilon, \delta / 2 n)}\) be the first \(k(n, \epsilon, \delta / 2 n)\) succeeding states of state \(i\) in \(X_{1}^{m}\)
            \(\hat{\mathbf{p}}_{i} \leftarrow \mathcal{L}\left(\left(Y_{i, 1}, \ldots, Y_{i, k(n, \epsilon, \delta / 2 n)}\right), n\right)\)
        end
    end
    return \(\hat{M} \leftarrow\left(\hat{\mathbf{p}}_{1}, \ldots, \hat{\mathbf{p}}_{n}\right)\)
```

This gives that $\mathbb{P}\left(E \cap E_{1} \ldots \cap E_{n}\right)=1-\mathbb{P}\left(E^{c} \cup E_{1}^{c} \ldots \cup E_{n}^{c}\right)$. But by union bound $\mathbb{P}\left(E^{c} \cup E_{1}^{c} \ldots \cup E_{n}^{c}\right) \leq$ $\mathbb{P}\left(E^{c}\right)+\sum_{i=1}^{n} \mathbb{P}\left(E_{i}^{c}\right) \leq \delta$. And $E \cup E_{1} \ldots \cup E_{n}$ implies that we have for all $i \in[n], d_{\mathrm{TV}}\left(\hat{\mathbf{p}}_{i}, \mathbf{p}_{i}\right) \leq \epsilon$, which guarantees $\|\hat{M}-M\|_{\infty}=\max _{i \in[n]} d_{\mathrm{TV}}\left(\hat{\mathbf{p}}_{i}, \mathbf{p}_{i}\right) \leq \epsilon$. Thus, with probability $\geq 1-\delta$, we will have both $\tau_{\mathrm{cov}}^{(k)} \leq e t_{\mathrm{cov}}^{(k)} \ln \frac{2}{\delta}$ and $\|\hat{M}-M\|_{\infty} \leq \epsilon$. Therefore, we can $(\epsilon, \delta)$-learn the chain using $O_{\delta}\left(t_{\mathrm{cov}}^{k(n, \epsilon, \delta / 2 n)}\right)$ samples.

### 3.2 Identity Testing of Markov Chains

We now consider the task of identity testing of Markov chains. Given any $(\epsilon, \delta)$-identity-tester $\mathcal{T}\left(Y_{1}^{m}, n, \mathbf{p}\right)$ for discrete distributions that outputs "Yes" if $\mathbf{p}=\mathbf{p}^{\prime}$ and "No" if $d_{\mathrm{TV}}\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \geq \epsilon$, we consider the following identity testing algorithm for Markov chains. Here $k(n, \epsilon, \delta)$ is the sample complexity of $(\epsilon, \delta)$-identity-test a discrete distribution using i.i.d. samples.

```
Algorithm 2: IDTESTCHAIN
    Input: a Markovian trajectory \(X_{1}^{m}\), parameters \(n, \epsilon, \delta\), a reference chain \(M\)
    Output: "Yes" if \(M=M^{\prime}\), "No" if \(\left\|M-M^{\prime}\right\|_{\infty} \geq \epsilon\)
    for \(i \leftarrow 1,2, \ldots, n\) do
        if \(N_{i}^{X}(m) \leq k(n, \epsilon, \delta / 2 n)\) then
            return "No"
        else
            Let \(Y_{i, 1}, Y_{i, 2}, \ldots, Y_{i, k(n, \epsilon, \delta / 2 n)}\) be the first \(k(n, \epsilon, \delta / 2 n)\) succeeding states of state \(i\) in \(X_{1}^{m}\)
            if \(\mathcal{T}\left(\left(Y_{i, 1}, \ldots, Y_{i, k(n, \epsilon, \delta / 2 n)}\right), n, \mathbf{p}_{i}\right)=\) " \(N o\) " then
                return "No"
            end
        end
    end
    return "Yes"
```

Similarly, we have the following lemma about the sample complexity of identity-testing Markov chains.
Lemma 3 ( $k$-cover time and identity-testing Markov chain). If we have a $(\epsilon, \delta)$-identity-tester for $n$-state distribution with sample complexity $k(n, \epsilon, \delta)$, then we can $(\epsilon, \delta)$-identity-testing the chain $M$ against un-
known chain $M^{\prime}$ using $O_{\delta}\left(t_{\mathrm{cov}}^{k(n, \epsilon \delta / 2 n)}(M)\right)$ samples. Here $O_{\delta}$ hides logarithmic factors in $\delta$, and we use $t_{\mathrm{cov}}^{(k)}(M)$ to specify the $k$-cover time of $M$ instead of $M^{\prime}$.

Proof. We consider two cases (i) $M=M^{\prime}$ and (ii) $\left\|M-M^{\prime}\right\|_{\infty} \geq \epsilon$ as follows. Similarly, we consider the infinite chain $X_{1}^{\infty}$, and denote $E=\left\{N_{i}(l) \geq k(n, \epsilon, \delta / 2 n)\right\}, E_{i}=\{$ the first $k$ samples for state $i$ from $X_{1}^{\infty}$ yields "No" during the test $\}$.

Case 1. $M=M^{\prime}$.
Due to Lemma 1, for a length $l=e t_{\text {cov }}^{k(n, \epsilon, \delta / 2 n)} \ln \frac{2}{\delta}$ trajectory, we will have $k(n, \epsilon, \delta / 2 n)$ samples for each state with probability $\geq 1-\delta / 2$, thus $\mathbb{P}(E) \geq 1-\delta / 2$. Moreover, by Markov property and the guarantee of the learner, the event $E_{i}$ happens with probability $\mathbb{P}\left(E_{i}\right) \leq \delta / 2 n$ for any $i \in[n]$. Thus by a union bound, error events happen with probability $\mathbb{P}\left(E^{c} \cup E_{1} \ldots \cup E_{n}\right) \leq \delta$. And with probability $\geq 1-\delta$, the identity tester will answer "Yes".

Case 2. $\left\|M-M^{\prime}\right\|_{\infty} \geq \epsilon$.
The only case it makes fault by answering "Yes" is when it do not pass Line 2 and Line 6 for all states, which means it will have enough samples for testing each state, and the i.i.d. tester $\mathcal{T}$ answers "Yes" for all sub-tests $\left\{\mathbf{p}_{i}, \forall i \in[n]\right\}$. Since $\left\|M-M^{\prime}\right\|_{\infty} \geq \epsilon$ implies there exists $i_{*} \in[n]$ such that $d_{\mathrm{TV}}\left(\mathbf{p}_{i_{*}}, \mathbf{p}_{i_{*}}^{\prime}\right) \geq \epsilon$, and this guarantees that the sub-test for $i_{*}$ will return "No" with probability $\mathbb{P}\left(E_{i^{*}}\right) \geq 1-\delta / 2 n$. Thus the probability of the whole process answering "Yes" is $\mathbb{P}\left(E \cap E_{1}^{c} \ldots \cap E_{n}^{c}\right) \leq \mathbb{P}\left(E_{i^{*}}^{c}\right) \leq \delta / 2 n$.

To sum up, for both cases, the identity tester will give the correct answer with probability $\geq 1-\delta$. This proves the lemma.

### 3.3 Closeness Testing of Markov Chains

We now considering the task of closeness testing of Markov chains. Given any $(\epsilon, \delta)$-closeness-tester $\mathcal{T}\left(Y_{1}^{m}, Y_{1}^{m^{\prime}}, n\right)$ for discrete distributions that outputs "Yes" if $\mathbf{p}=\mathbf{p}^{\prime}$ and "No" if $d_{\mathrm{TV}}\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \geq \epsilon$, we consider the following identity testing algorithm for Markov chains, where $k(n, \epsilon, \delta)$ is the sample complexity of $(\epsilon, \delta)$-closeness-test a discrete distribution using i.i.d. samples.

We then have the following lemma connecting $k$-cover time to the sample complexity of closeness-testing Markov chains.

Lemma 4 ( $k$-cover time and closeness-testing Markov chain). If we have a $(\epsilon, \delta)$-closeness-tester for $n$ state distribution with sample complexity $k(n, \epsilon, \delta)$, then we can $(\epsilon, \delta)$-closeness-testing the unknown chains $M, M^{\prime}$ using $O_{\delta}\left(\min \left\{t_{\mathrm{cov}}^{k(n, \epsilon, \delta / 4 n)}(M), t_{\mathrm{cov}}^{k(n, \epsilon, \delta / 4 n)}\left(M^{\prime}\right)\right\}\right)$ samples. Here $O_{\delta}$ hides logarithmic factors in $\delta$.

Proof. Consider the cases (i) $M=M^{\prime}$ and (ii) $\left\|M-M^{\prime}\right\|_{\infty} \geq \epsilon$ as follows. Consider the infinite chain $X_{1}^{\infty}$, and denote $E_{X}=\left\{N_{i}^{X}(l) \geq k(n, \epsilon, \delta / 4 n)\right\}, E_{Y}=\left\{N_{i}^{Y}(l) \geq k(n, \epsilon, \delta / 4 n)\right\}, E_{i}=\{$ the first $k$ samples for state $i$ from $X_{1}^{\infty}$ yields "No" during the test $\}$.

Case 1. $M=M^{\prime}$.
Due to Lemma 1, for a length $l=e t_{\text {cov }}^{k(n, \epsilon, \delta / 4 n)} \ln \frac{2}{\delta}$ trajectory, we will have $k(n, \epsilon, \delta / 4 n)$ samples for each state with probability $\mathbb{P}\left(E_{X}\right) \geq 1-\delta / 4$ and $\mathbb{P}\left(E_{Y}\right) \geq 1-\delta / 4$. By a union bound over the two chains, the probability of passing the condition in Line 2 of Algorithm 2 is $\geq 1-\delta / 2$. Then we have $\mathbb{P}\left(E_{i}\right) \leq \delta / 4 n$,

```
Algorithm 3: CloseTestchain
    Input: two Markovian trajectories \(X_{1}^{m}, X_{1}^{m^{\prime}}\), parameters \(n, \epsilon, \delta\)
    Output: "Yes" if \(M=M^{\prime}\), "No" if \(\left\|M-M^{\prime}\right\|_{\infty} \geq \epsilon\)
    for \(i \leftarrow 1,2, \ldots, n\) do
        if \(N_{i}^{X}(m) \leq k(n, \epsilon, \delta / 2 n)\) or \(N_{i}^{X^{\prime}}(m) \leq k(n, \epsilon, \delta / 2 n)\) then
            return " \(N o\) "
        else
            Let \(Y_{i, 1}, Y_{i, 2}, \ldots, Y_{i, k(n, \epsilon, \delta / 2 n)}\) be the first \(k(n, \epsilon, \delta / 2 n)\) succeeding states of state \(i\) in \(X_{1}^{m}\)
            Let \(Y_{i, 1}^{\prime}, Y_{i, 2}^{\prime}, \ldots, Y_{i, k(n, \epsilon, \delta / 2 n)}^{\prime}\) be the first \(k(n, \epsilon, \delta / 2 n)\) succeeding states of state \(i\) in \(X_{1}^{m^{\prime}}\)
            if \(\mathcal{T}\left(\left(Y_{i, 1}, Y_{i, 2}, \ldots, Y_{i, k(n, \epsilon, \delta / 2 n)}\right),\left(Y_{i, 1}^{\prime}, \ldots, Y_{i, k(n, \epsilon, \delta / 2 n)}^{\prime}\right), n\right)=\) " \(N o\) " then
                return "No"
            end
        end
    end
    return "Yes"
```

and error probability $\mathbb{P}\left(E_{X}^{c} \cup E_{Y}^{c} \cup E_{1} \ldots \cup E_{n}\right) \leq 3 \delta / 4$. Thus with probability $\geq 1-\delta$ the identity tester will answer "Yes".

Case 2. $\left\|M-M^{\prime}\right\|_{\infty} \geq \epsilon$.
The only case it answers "Yes" is when it do not pass Line 2 and Line 7 in Algorithm 3 for all states, which means it will have enough samples for testing each state, and the i.i.d. tester $\mathcal{T}$ answers "Yes" for all sub-tests. Then essentially the same argument in Lemma 3 will give that $\mathbb{P}\left(E_{i^{*}}\right) \geq 1-\delta / 4 n$ for some $i^{*}$. Therefore, the probability of answering "Yes" is $\mathbb{P}\left(E_{X} \cap E_{Y} \cap E_{1}^{c} \ldots \cap E_{n}^{c}\right) \leq \mathbb{P}\left(E_{i^{*}}^{c}\right) \leq \delta / 4 n$. This proves the lemma.

### 3.4 Tolerant Testing and More

We now considering the task of tolerant identity/closeness testing of Markov chains. Given any $\left(\epsilon_{1}, \epsilon_{2}, \delta\right)$ -tolerant-identity-tester $\mathcal{T}\left(X_{1}^{m}, n, \mathbf{p}\right)$ for discrete distributions that outputs "Yes" if $d_{\mathrm{TV}}\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \leq \epsilon_{1}$ and "No" if $d_{\mathrm{TV}}\left(\mathbf{p}, \mathbf{p}^{\prime}\right) \geq \epsilon_{2}$, we can construct similar tolerant tester for Markov chains as above. We have the following propositions for tolerant testing problems.
Lemma 5 ( $k$-cover time and tolerant-identity-testing Markov chain). If we have a $\left(\epsilon_{1}, \epsilon_{2}, \delta\right)$-tolerant-identity-tester for $n$-state distribution with sample complexity $k\left(n, \epsilon_{1}, \epsilon_{2}, \delta\right)$, then we can $\left(\epsilon_{1}, \epsilon_{2}, \delta\right)$-tolerant-identity-testing $M$ against the unknown chains $M$ using

$$
O_{\delta}\left(\max \left\{t_{\text {cov }}^{k\left(n, \epsilon_{1}, \epsilon_{2}, \delta / 2 n\right)}(M), t_{\text {cov }}^{k\left(n, \epsilon_{1}, \epsilon_{2}, \delta / 2 n\right)}\left(M^{\prime}\right)\right\}\right)
$$

samples.
Lemma 6 ( $k$-cover Time and Tolerant-closeness-testing Markov Chain). If we have a $\left(\epsilon_{1}, \epsilon_{2}, \delta\right)$-tolerant-closeness-tester for $n$-state distribution with sample complexity $k\left(n, \epsilon_{1}, \epsilon_{2}, \delta\right)$, then we can $\left(\epsilon_{1}, \epsilon_{2}, \delta\right)$-tolerant-closeness-testing the unknown chains $M, M^{\prime}$ using

$$
O_{\delta}\left(\max \left\{t_{\operatorname{cov}}^{k\left(n, \epsilon_{1}, \epsilon_{2}, \delta / 4 n\right)}(M), t_{\operatorname{cov}}^{k\left(n, \epsilon_{1}, \epsilon_{2}, \delta / 4 n\right)}\left(M^{\prime}\right)\right\}\right)
$$

samples.

Besides these, we also have the problem of testing with respect to uniform distributions. We have the following problem for the Markov chain scenario. Given a trajectory $X_{1}^{m}$ from $M^{\prime}$, can we test whether it comes from uniform distribution $M=\frac{1}{n} \mathbf{1 1}{ }^{T}$, or it comes from $M^{\prime}$ such that $\left\|M^{\prime}-M\right\|_{\infty} \geq \epsilon$. Then we have the following propositions.

Lemma 7 ( $k$-cover Time and Uniform-testing Markov Chain). If we have a $(\epsilon, \delta)$-uniform-tester for $n$-state distribution with sample complexity $k(n, \epsilon, \delta)$, then we can $(\epsilon, \delta)$-uniform-testing against unknown chain $M^{\prime}$ using $O_{\delta}\left(t_{\mathrm{cov}}^{k(n, \epsilon, \delta / 2 n)}(M)\right)$ samples, where $M=\frac{1}{n} \mathbf{1 1}^{T}$. We remark that it does not depend on the $k$-cover time of the unknown chain.

Lemma 8 ( $k$-cover Time and Tolerant-uniform-testing Markov Chain). If we have a $\left(\epsilon_{1}, \epsilon_{2}, \delta\right)$-tolerant-uniform-tester for $n$-state distribution with sample complexity $k\left(n, \epsilon_{1}, \epsilon_{2}, \delta\right)$, then we can $\left(\epsilon_{1}, \epsilon_{2}, \delta\right)$-tolerant-uniform-testing against the unknown chains $M^{\prime}$ using $O_{\delta}\left(t_{\mathrm{cov}}^{k\left(n, \epsilon_{1}, \epsilon_{2}, \delta / 2 n\right)}\left(M^{\prime}\right)\right)$ samples.

As the above arguments show, $k$-cover time establishes a universal connection between the testing and learning problems of Markov chains and discrete distributions. In a sense, the Markov chain learning/testing problems can be reduced to those over discrete distributions via $k$-cover time. Thus an interesting question would be to bound the $k$-cover time, in terms of basic quantities like $n, \pi_{*}$ and $t_{\text {cov }}$ associated with a Markov chain. In the next section, we will prove that $t_{\mathrm{cov}}^{(k)}=\Theta\left(t_{\mathrm{cov}}+k / \pi_{*}\right)$ for reversible chains and $t_{\mathrm{cov}}^{(k)}=$ $\tilde{\Theta}\left(t_{\text {cov }}+k / \pi_{*}\right)$ for irreducible chains. These bounds on $k$-cover time then gives nice sample complexity bounds on learning/testing Markov chain problems in an unified version.

## 4 The $k$-cover Time of Reversible Chains

In this section, we focus on bounding the $k$-cover time of reversible Markov chains with respect to the basic quantities $n, \pi_{*}$ and $t_{\text {cov }}$. First, we prove an universal lower bound of $k$-cover time that applies to all irreducible Markov chains. Then we prove a tight upper bound on $t_{\mathrm{cov}}^{(k)}$ for reversible Markov chains.

### 4.1 Lower Bound for General Irreducible Chains

We have the following lower bound on $t_{\text {cov }}^{(k)}$ for all irreducible Markov chains. To prove the lemma, we will use the connection to return time. For some state $i \in[n]$, the return time $\tau_{\text {ret }}(i)$ is the first time a Markov chain starting at $i$ returns to $i$. And the expected return time is $t_{\text {ret }}(i)=\mathbb{E}\left[\tau_{\text {ret }} \mid X_{0}=i\right]$. It is standard result that $t_{\text {ret }}(i)=1 / \pi_{i}$.

Lemma 9 (lower bound on $k$-cover time). For any irreducible Markov chain with minimum stationary probability $\pi_{*}$ and cover time $t_{\text {cov }}$, we have $t_{\mathrm{cov}}^{(k)}=\Omega\left(k / \pi_{*}+t_{\mathrm{cov}}\right)$.

Proof. Clearly we have $t_{\mathrm{cov}}^{(k)} \geq t_{\mathrm{cov}}$ for all $k \geq 1$. We will show $t_{\text {cov }} \geq(k-1) / \pi_{*}$, which proves the lemma. Denote $i_{*}=\arg \min _{i \in[n]} \pi_{i}$ and the $p$ th time of hitting state $i_{*}$ as $\tau_{\text {hit }}^{(p)}\left(i_{*}\right)$, then it's clear that $\tau_{\text {cov }}^{(k)} \geq \tau_{\text {hit }}^{(k)}\left(i_{*}\right)$ for any chain. Thus $\mathbb{E}\left[\tau_{\text {cov }}^{(k)} \mid X_{0}=i_{0}\right] \geq \mathbb{E}\left[\tau_{\text {hit }}^{(k)}\left(i_{*}\right) \mid X_{0}=i_{0}\right]$. Note that $\tau_{\text {hit }}^{(k)}\left(i_{*}\right)=$
$\tau_{\text {hit }}\left(i_{*}\right)+\sum_{j=2}^{k}\left(\tau_{\text {hit }}^{(j)}\left(i_{*}\right)-\tau_{\text {hit }}^{(j-1)}\left(i_{*}\right)\right)$. Then we have

$$
\begin{align*}
\mathbb{E}\left[\tau_{\text {hit }}^{(k)}\left(i_{*}\right) \mid X_{0}=i_{0}\right] & =\mathbb{E}\left[\tau_{\text {hit }}\left(i_{*}\right)+\sum_{j=2}^{k}\left(\tau_{\text {hit }}^{(j)}\left(i_{*}\right)-\tau_{\text {hit }}^{(j-1)}\left(i_{*}\right)\right) \mid X_{0}=i_{0}\right] \\
& =\mathbb{E}\left[\tau_{\text {hit }}\left(i_{*}\right) \mid X_{0}=i_{0}\right]+\sum_{j=2}^{k} \mathbb{E}\left[\tau_{\text {hit }}^{(j)}\left(i_{*}\right)-\tau_{\text {hit }}^{(j-1)}\left(i_{*}\right) \mid X_{0}=i_{0}\right]  \tag{2}\\
& \geq \sum_{j=2}^{k} \mathbb{E}\left[\tau_{\text {hit }}^{(j)}\left(i_{*}\right)-\tau_{\text {hit }}^{(j-1)}\left(i_{*}\right) \mid X_{0}=i_{0}\right]
\end{align*}
$$

Note that due to the Markov property, $\tau_{\text {hit }}^{(j)}\left(i_{*}\right)-\tau_{\text {hit }}^{(j-1)}\left(i_{*}\right)$ in fact has the same distribution as $\tau_{\text {ret }}\left(i_{*}\right)$. This certifies that $\mathbb{E}\left[\tau_{\text {hit }}^{(j)}\left(i_{*}\right)-\tau_{\text {hit }}^{(j-1)}\left(i_{*}\right) \mid X_{0}=i_{0}\right]=(k-1) t_{\text {ret }}\left(i_{*}\right)=(k-1) / \pi_{*}$. Thus, we have $t_{\mathrm{cov}}^{(k)} \geq(k-1) / \pi_{*}$ and the lemma is proved.

### 4.2 Upper Bound for Reversible Chains

Now we prove a matching upper bound for reversible Markov chains using the Ray-Knight's isomorphism theorem. The following lemma on the concentration of the supremum of a Gaussian process is useful [DLP11].

Lemma 10 (Gaussian supremum lemma). Consider a Gaussian process $\left\{\eta_{i}: i \in[n]\right\}$ and define $\sigma=$ $\sup _{i \in[n]} \sqrt{\mathbb{E} \eta_{i}^{2}}$. Then for $\alpha>0$, we have

$$
\mathbb{P}\left(\left|\sup _{i \in[n]} \eta_{i}-\mathbb{E} \sup _{i \in[n]} \eta_{i}\right|>\alpha\right) \leq 2 \exp \left(-\alpha^{2} / 2 \sigma^{2}\right) .
$$

Also, we will use the concentration of the inverse local time [Din14, Lemma 2.1].
Lemma 11 (Inverse local time lemma). Let $X$ be a continuous time random walk on an electrical network, and denote $c=\sum_{i, j \in[n]} w_{i j}$ be the total conductance. Fixing any state $i_{0} \in[n]$, let $R \triangleq \max _{i, j \in[n]} \mathbb{E}\left(\eta_{i}-\right.$ $\left.\eta_{j}\right)^{2}$ and $\tau_{\mathrm{inv}}(t)$ be the inverse local time for $i_{0}$. Then for any $t \geq 0$ and $\lambda \geq 1$,

$$
\mathbb{P}\left(\left|\tau_{\mathrm{inv}}(t)-c \cdot t\right| \geq \frac{1}{2}(\sqrt{\lambda R t}+\lambda R) \cdot c\right) \leq 6 \exp (-\lambda / 16)
$$

Armed with this lemma, then we can prove an upper bound on the $k$-cover time of reversible Markov chains for the continuous-time scenario as follows.

Theorem 4 ( $k$-cover time of continuous-time reversible chains). For the continuous-time random walk on reversible chains, we have $t_{\mathrm{cov}}^{(k)}=O\left(k / \pi_{*}+t_{\mathrm{cov}}\right)$.

Proof. We fix any $i_{0} \in[n]$, and let $\tau_{\text {inv }}(t)$ be the corresponding inverse local time for $i_{0}$. Note by $\tau_{\text {inv }}(t)$, with high probability, we should have accumulated $\Omega(t)$ local time at each node. To show this, for some
small constant $\delta \in(0,1)$, consider the bad event $E=\left\{\inf _{i} L_{\tau_{\text {inv }}(t)}^{i} \leq \delta t\right\}$. Let $\left\{\eta_{i}: i \in[n]\right\}$ be the Gaussian process in Theorem 2, and let $\Lambda=\mathbb{E} \sup _{i} \eta_{i}$. By the isomorphism theorem,

$$
\left\{L_{\tau_{\text {ivv }}(t)}^{i}+\frac{1}{2} \eta_{i}^{2}: i \in[n]\right\} \stackrel{d .}{=}\left\{\frac{1}{2}\left(\eta_{i}^{\prime}+\sqrt{2 t}\right)^{2}: i \in[n]\right\}
$$

Thus we have

$$
\mathbb{P}\left(\inf _{i} L_{\tau_{\mathrm{ivv}}(t)}^{i}+\frac{1}{2} \eta_{i}^{2} \leq(1+\delta) t / 2\right)=\mathbb{P}\left(\inf _{i} \frac{1}{2}\left(\eta_{i}^{\prime}+\sqrt{2 t}\right)^{2} \leq(1+\delta) t / 2\right)
$$

And we also have

$$
\mathbb{P}\left(\inf _{i} L_{\tau_{\operatorname{inv}}(t)}^{i}+\frac{1}{2} \eta_{i}^{2} \leq(1+\delta) t / 2\right) \geq \mathbb{P}\left(\inf _{i} L_{\tau_{\mathrm{inv}}(t)}^{i}+\sup _{i} \frac{1}{2} \eta_{i}^{2} \leq(1+\delta) t / 2\right)
$$

Moreover, suppose $\inf _{i} L_{\tau_{\text {inv }}(t)}^{i} \leq \delta t$ and $\inf _{i} L_{\tau_{\text {inv }}(t)}^{i}+\sup _{i} \frac{1}{2} \eta_{i}^{2} \geq(1+\delta) t / 2$, then we must have

$$
\sup _{i} \frac{1}{2} \eta_{i}^{2} \geq(1+\delta) t / 2-\inf _{i} L_{\tau_{\operatorname{inv}}(t)}^{i} \geq(1-\delta) t / 2
$$

This shows that

$$
\mathbb{P}(E) \leq \mathbb{P}\left(\sup _{i} \frac{1}{2} \eta_{i}^{2} \geq(1-\delta) t / 2 \text { or } \inf _{i} L_{\tau_{\mathrm{inv}}(t)}^{i}+\sup _{i} \frac{1}{2} \eta_{i}^{2} \leq(1+\delta) t / 2\right)
$$

By union bound and previous inequalities we have

$$
\begin{align*}
\mathbb{P}(E) & \leq \mathbb{P}\left(\sup _{i} \frac{1}{2} \eta_{i}^{2} \geq(1-\delta) t / 2\right)+\mathbb{P}\left(\inf _{i} \frac{1}{2}\left(\eta_{i}^{\prime}+\sqrt{2 t}\right)^{2} \leq(1+\delta) t / 2\right) \\
& \leq \mathbb{P}\left(\sup _{i}\left|\eta_{i}\right| \geq \sqrt{(1-\delta) t}\right)+\mathbb{P}\left(\inf _{i}^{\prime} \eta_{i}^{\prime} \leq \sqrt{(1+\delta) t}-\sqrt{2 t}\right) \tag{3}
\end{align*}
$$

Here we used the fact that $\inf _{i}\left|\eta_{i}^{\prime}+\sqrt{2 t}\right| \geq \inf _{i} \eta_{i}^{\prime}+\sqrt{2 t}$. Note that by symmetry of centered Gaussian process, we have

$$
\mathbb{P}\left(\inf _{i} \eta_{i}^{\prime} \leq \sqrt{(1+\delta) t}-\sqrt{2 t}\right)=\mathbb{P}\left(\sup _{i} \eta_{i}^{\prime} \geq \sqrt{2 t}-\sqrt{(1+\delta) t}\right)
$$

and

$$
\begin{align*}
\mathbb{P}\left(\sup _{i}\left|\eta_{i}\right| \geq \sqrt{(1-\delta) t}\right) & =\mathbb{P}\left(\sup _{i} \eta_{i} \geq \sqrt{(1-\delta) t} \text { or } \inf _{i} \eta_{i} \leq-\sqrt{(1-\delta) t}\right) \\
& \leq \mathbb{P}\left(\sup _{i} \eta_{i} \geq \sqrt{(1-\delta) t}\right)+\mathbb{P}\left(\inf _{i} \eta_{i} \leq-\sqrt{(1-\delta) t}\right)  \tag{4}\\
& =2 \mathbb{P}\left(\sup _{i} \eta_{i} \geq \sqrt{(1-\delta) t}\right)
\end{align*}
$$

Now by concentration of the supremum of a Gaussian process, we deduce that for $t \geq \Lambda^{2} /(1-\delta)$,

$$
\begin{align*}
\mathbb{P}\left(\sup _{i} \eta_{i} \geq \sqrt{(1-\delta) t}\right) & =\mathbb{P}\left(\sup _{i} \eta_{i}-\Lambda \geq \sqrt{(1-\delta) t}-\Lambda\right) \\
& \leq \mathbb{P}\left(\left|\sup _{i} \eta_{i}-\Lambda\right| \geq \sqrt{(1-\delta) t}-\Lambda\right)  \tag{5}\\
& \leq 2 \exp \left(-(\sqrt{(1-\delta) t}-\Lambda)^{2} / 2 \sigma^{2}\right)
\end{align*}
$$

Similarly, we have for $t \geq \Lambda^{2} /(\sqrt{2}-\sqrt{1+\delta})^{2}$,

$$
\begin{align*}
\mathbb{P}\left(\sup _{i} \eta_{i}^{\prime} \geq \sqrt{2 t}-\sqrt{(1+\delta) t}\right) & =\mathbb{P}\left(\sup _{i} \eta_{i}^{\prime}-\Lambda \geq \sqrt{2 t}-\sqrt{(1+\delta) t}-\Lambda\right)  \tag{6}\\
& \leq 2 \exp \left(-(\sqrt{2 t}-\sqrt{(1+\delta) t}-\Lambda)^{2} / 2 \sigma^{2}\right) .
\end{align*}
$$

To this end, we have shown that for $\delta=1 / 2$, and $t \geq 8 \Lambda^{2} /(2-\sqrt{3})^{2} \simeq 228.6 \Lambda^{2}$,

$$
\begin{align*}
\mathbb{P}(E) & \leq 4 \exp \left(-(\sqrt{t}-\sqrt{2} \Lambda)^{2} / 4 \sigma^{2}\right)+2 \exp \left(-((2-\sqrt{3}) \sqrt{t}-\sqrt{2} \Lambda)^{2} / 4 \sigma^{2}\right) \\
& \leq 6 \exp \left(-((2-\sqrt{3}) \sqrt{t}-\sqrt{2} \Lambda)^{2} / 4 \sigma^{2}\right) \\
& \leq 6 \exp \left(-(2-\sqrt{3})^{2} t / 16 \sigma^{2}\right)  \tag{7}\\
& \leq 6 \exp \left(-t / 450 \sigma^{2}\right)
\end{align*}
$$

Finally, we have shown that $\mathbb{P}\left(\min _{i} L_{\tau_{\text {inv }}(t)}^{i} \leq t / 2\right) \leq 6 \exp \left(-t / 450 \sigma^{2}\right)$ for $t \geq 230 \Lambda^{2}$. Now we will use the concentration of the inverse local time.

$$
\mathbb{P}\left(\left|\tau_{\mathrm{inv}}(t)-c \cdot t\right| \geq(\sqrt{\lambda R t}+2 \lambda R) \cdot c\right) \leq 6 \exp (-\lambda / 4)
$$

Note $R=\max _{i, j \in[n]} \mathbb{E}\left(\eta_{i}-\eta_{j}\right)^{2}$, hence

$$
\sigma^{2}=\max _{j \in[n]} \mathbb{E}\left(\eta_{i_{0}}-\eta_{j}\right)^{2} \leq R \leq \max _{i, j \in[n]} 2 \mathbb{E}\left(\eta_{i}^{2}+\eta_{j}^{2}\right)=4 \sigma^{2} .
$$

Specially, we have

$$
\mathbb{P}\left(\tau_{\operatorname{inv}}(t) \geq c t+c\left(2 \sigma \sqrt{\lambda t}+8 \lambda \sigma^{2}\right)\right) \leq 6 \exp (-\lambda / 4)
$$

Taking $\lambda=t / 100 \sigma^{2}$ we have

$$
\mathbb{P}\left(\tau_{\text {inv }}(t) \geq 2 c t\right) \leq 6 \exp \left(-t / 400 \sigma^{2}\right)
$$

Using union bound, we derive for $t \geq 230 \Lambda^{2}$,

$$
\mathbb{P}\left(\tau_{\text {inv }}(t) \geq 2 c t \text { or } \inf _{i} L_{\tau_{\mathrm{inv}}}^{i}(t) \leq t / 2\right) \leq 12 \exp \left(-t / 450 \sigma^{2}\right) .
$$

But consider when $\tau_{\text {inv }}(t) \leq 2 c t$ and $\inf _{i} L_{\tau_{\text {inv }}(t)}^{i} \geq t / 2$. This means that by $2 c t$, we should have covered state $i$ at least $c_{i} L_{\tau_{\text {inv }}(t)} \geq c_{i} t / 2$ times (in the continuous sense). We let $t^{\prime}=2 c t \geq 460 c \Lambda^{2}$, then by $t^{\prime}$, we should have covered each state at least $\pi_{*} t^{\prime} / 4$ times. Take $t^{\prime} \geq 4 k / \pi_{*}$, then we should have covered each state $k$ times by $t^{\prime}$, which means $\tau_{\text {cov }}^{(k)} \leq t^{\prime}$. Thus we have for $t^{\prime} \geq \max \left\{4 k / \pi_{*}, 460 c \Lambda^{2}\right\}$,

$$
\mathbb{P}\left(\tau_{\mathrm{cov}}^{(k)} \geq t^{\prime}\right) \leq 12 \exp \left(-t^{\prime} / 900 c \sigma^{2}\right) \leq 12 \exp \left(-t^{\prime} / 6000 c \Lambda^{2}\right) .
$$

The last step is due to $\sigma^{2} \leq 2 \pi \Lambda^{2}$ [DLP11] (Equation 22). To this end, we have

$$
\begin{align*}
t_{\text {cov }}^{(k)} & =\mathbb{E} \tau_{\text {cov }}^{(k)} \leq \int_{0}^{\max \left\{4 k / \pi_{*}, 460 c \Lambda^{2}\right\}} \mathbf{1} d t^{\prime}+\int_{\max \left\{4 k / \pi_{*}, 460 c \Lambda^{2}\right\}}^{\infty} \mathbb{P}\left(\tau_{\text {cov }}^{(k)} \geq t^{\prime}\right) d t^{\prime} \\
& \leq \max \left\{4 k / \pi_{*}, 460 c \Lambda^{2}\right\}+80000 c \Lambda^{2}  \tag{8}\\
& \leq 4 k / \pi_{*}+90000 c \Lambda^{2}
\end{align*}
$$

Thanks to Theorem 3, we have $t_{\mathrm{cov}}=\Theta\left(c \Lambda^{2}\right)$, thus $t_{\mathrm{cov}}^{(k)}=O\left(k / \pi_{*}+t_{\mathrm{cov}}\right)$ for continuous chains.

To adapt this result for discrete-time Markov chains, we need to use concentration results for sums of i.i.d. exponential random variables.

Lemma 12 (Concentration of exponential RVs ). Let $\tau_{1}, \tau_{2}, \ldots, \tau_{m}$ be i.i.d. exponential variables from $\operatorname{Exp}(1)$, then the sum of these random variables $S_{m}=\sum_{i=1}^{m} \tau_{i}$ has the following tail concentration bound for $\epsilon \in(0,1)$.

$$
\mathbb{P}\left(S_{m} \geq(1+\epsilon) m\right) \leq \exp \left(-m \epsilon^{2} / 4\right)
$$

Proof. Note that for any $t>0$, we have $\mathbb{E}\left(e^{t S_{m}}\right)=(1-t)^{-m}$, thus by Markov's inequality for $\epsilon>0$, we have $\mathbb{P}\left(S_{m} \geq(1+\epsilon) m\right) \leq \exp (-(1+\epsilon) m t-m \ln (1-t))$. Taking $t=\epsilon /(1+\epsilon)$, we have for $\epsilon \in(0,1)$,

$$
\mathbb{P}\left(S_{m} \geq(1+\epsilon) m\right) \leq \exp (\ln (1+\epsilon) m-\epsilon m) \leq \exp \left(-m \epsilon^{2} / 4\right) .
$$

We will also use the following lemma proved by [DLP11, Lemma 2.4] using the method of majorizing measures.

Lemma 13 (Tail bound summing lemma). For random walk over a reversible chain, there exist constant $a, b, u_{0}>0$, such that for any $u \geq u_{0}$, we have 0 -

$$
\sum_{i \in[n]} e^{-u c_{i} \Lambda^{2}} \leq a e^{-b u} .
$$

Now we are able to translate the result for continuous-time chains to that for discrete-time chains.
Theorem 5 ( $k$-cover time of discrete-time reversible chains). For discrete-time random walk on reversible chains, we have $t_{\mathrm{cov}}^{(k)}=O\left(k / \pi_{*}+t_{\mathrm{cov}}\right)$.

Proof. Fixing any state $i_{0} \in[n]$, let $\tau_{\text {inv }}(t)$ be the inverse local time for state $i_{0}$ of the continuous-time Markov chain. By the proof for Theorem 4, we have for $t \geq 230 \Lambda^{2}$,

$$
\mathbb{P}\left(\tau_{\text {inv }}(t) \geq 2 c t \text { or } \inf _{i} L_{\tau_{\text {inv }}(t)}^{i} \leq t / 2\right) \leq 12 \exp \left(-t / 6000 \Lambda^{2}\right)
$$

This means that w.h.p., we have $\tau_{\text {inv }}(t) \leq 2 c t$ and we have spent continuous time $c_{i} t / 2$ at state $i$. However, the probability of taking significantly less jumps in the corresponding discrete Markov chain and get $c_{i} t / 2$ continuous time is very low. Concretely, we have

$$
\mathbb{P}\left(L_{\tau_{\mathrm{inv}}(t)}^{i} \geq t / 2 \mid N_{i}\left(\tau_{\text {inv }}(t)\right) \leq c_{i} t / 4\right) \leq \exp \left(-c_{i} t / 16\right)
$$

Denote $E=\left\{\inf _{i} L_{\tau_{\mathrm{inv}}(t)}^{i} \leq \delta t\right\}$ and $E^{\prime} \triangleq\left\{\inf _{i} \frac{1}{c_{i}} N_{i}\left(\tau_{\mathrm{inv}}(t)\right) \leq t / 4\right\}$, then we have

$$
\mathbb{P}\left(E \cup E^{\prime}\right)=\mathbb{P}(E)+\mathbb{P}\left(E^{\prime} \cap E^{c}\right) .
$$

But note that for event $E^{\prime} \cap E^{c}$, we have $\inf _{i} \frac{1}{c_{i}} N_{i}\left(\tau_{\text {inv }}(t)\right) \leq t / 4$ and $\inf _{i} L_{\tau_{\text {inv }}(t)}^{i} \geq t / 2$, so there exists some $i_{1} \in[n]$ that satisfies $N_{i_{1}}\left(\tau_{\text {inv }}(t)\right) \leq c_{i_{0}} t / 4$, but $L_{\tau_{\text {inv }}(t)}^{i_{1}} \geq t / 2$. We then use union bound to deduce
that

$$
\begin{align*}
\mathbb{P}\left(E^{\prime} \cap E^{c}\right) & \leq \mathbb{P}\left(\exists i \in[n], N_{i}\left(\tau_{\text {inv }}(t)\right) \leq c_{i} t / 4 \text { and } L_{\tau_{\text {inv }}(t)}^{i} \geq t / 2\right) \\
& \leq \sum_{i=1}^{n} \mathbb{P}\left(N_{i}\left(\tau_{\text {inv }}(t)\right) \leq c_{i} t / 4 \text { and } L_{\tau_{\text {inv }}}^{i}(t) \geq t / 2\right) \\
& \leq \sum_{i=1}^{n} \mathbb{P}\left(L_{\tau_{\text {inv }}}^{i}(t) \geq t / 2 \mid N_{i}\left(\tau_{\text {inv }}(t)\right) \leq c_{i} t / 4\right)  \tag{9}\\
& \leq \sum_{i=1}^{n} \exp \left(-c_{i} t / 16\right) .
\end{align*}
$$

Now we can use the tail bound summing lemma (Lemma 13) to deduce that for $t \geq t_{0} \Lambda^{2}$ for some constant $t_{0}>0$,

$$
\mathbb{P}\left(E^{\prime} \cap E^{c}\right) \leq a \exp \left(-b t / \Lambda^{2}\right)
$$

Here $a, b>0$ are also constants. Similarly, we define bad events $\Sigma \triangleq\left\{\tau_{\operatorname{inv}}(t) \geq 2 c t\right\}$ and $\Sigma^{\prime} \triangleq$ $\left\{N\left(\tau_{\text {inv }}(t)\right) \geq 4 c t\right\}$. Here $N\left(\tau_{\text {inv }}(t)\right)=\sum_{i=1}^{n} N_{i}\left(\tau_{\text {inv }}(t)\right)$ is the total number of jumps made before stopping. These bad events happen with probability

$$
\mathbb{P}\left(\Sigma^{\prime} \cup \Sigma\right)=\mathbb{P}(\Sigma)+\mathbb{P}\left(\Sigma^{\prime} \mid \Sigma^{c}\right) \mathbb{P}\left(\Sigma^{c}\right) \leq \mathbb{P}(\Sigma)+\mathbb{P}\left(\Sigma^{\prime} \mid \Sigma^{c}\right)
$$

Conditioned on the random variable $\tau_{\text {inv }}(t)$, the distribution of $N\left(\tau_{\text {inv }}(t)\right)$ is Poisson with mean $\tau_{\text {inv }}(t)$ [ $\left.Z^{+} 18\right]$ (Remark 1.2). By tail bounds for Poisson distribution, we have $\forall x>0$,

$$
\mathbb{P}\left(N\left(\tau_{\operatorname{inv}}(t)\right) \geq \tau_{\operatorname{inv}}(t)+x \mid \tau_{i n v}(t) \leq 2 c t\right) \leq \exp \left(-\frac{x^{2}}{2\left(\tau_{\operatorname{inv}}(t)+x\right)}\right) \leq \exp \left(-\frac{x^{2}}{2(2 c t+x)}\right) .
$$

When $\Sigma^{c}$ is true, $\Sigma^{\prime}$ implies $N\left(\tau_{\text {inv }}(t)\right)-\tau_{\text {inv }}(t) \geq 4 c t-2 c t=2 c t$, which means $N\left(\tau_{\text {inv }}(t)\right) \geq \tau_{\text {inv }}(t)+2 c t$. Hence using the tail bound above, we have

$$
\mathbb{P}\left(\Sigma^{\prime} \mid \Sigma^{c}\right) \leq \mathbb{P}\left(N\left(\tau_{\text {inv }}(t)\right) \geq \tau_{\text {inv }}(t)+2 c t \mid \tau_{\text {inv }}(t) \leq 2 c t\right) \leq e^{-c t / 2}
$$

Note that $\Omega(n)=t_{\text {cov }} \asymp c \Lambda^{2}$, therefore we have $\Lambda^{-2}=O(c / n)=o(c)$. By union bound, the bad events $E \cup E^{\prime} \cup \Sigma \cup \Sigma^{\prime}$ occurs with probability less than $a^{\prime} \exp \left(-b^{\prime} t / \Lambda^{2}\right)$ for $t \geq t_{0}^{\prime} \Lambda^{2}$ and some constant $a^{\prime}, b^{\prime}, t_{0}^{\prime}>0$.

However, when no bad event happens, denote $t^{\prime}:=4 c t$ and let $t^{\prime} \geq 16 k / \pi_{*}$, we have for any $i \in[n]$,

$$
N_{i}\left(\tau_{\text {inv }}(t)\right) \geq \frac{c_{i} t}{4}=\frac{c_{i} t^{\prime}}{16 c} \geq \frac{c_{i} k}{c \pi_{*}}=\frac{\pi_{i} k}{\pi_{*}} \geq k .
$$

We also note that $N\left(\tau_{\text {inv }}(t)\right) \leq t^{\prime}$, and therefore $\tau_{\text {cov }}^{(k)} \leq t^{\prime}$. In conclusion, we have shown that for $t^{\prime} \geq$ $\max \left\{16 k / \pi_{*}, 4 t_{0}^{\prime} c \Lambda^{2}\right\}$,

$$
\mathbb{P}\left(\tau_{\mathrm{cov}}^{(k)} \geq t^{\prime}\right) \leq a^{\prime} \exp \left(-b^{\prime} t^{\prime} / 4 c \Lambda^{2}\right)
$$

These directly yields that $t_{\text {cov }}^{(k)}=O\left(k / \pi_{*}+c \Lambda^{2}\right)=O\left(k / \pi_{*}+t_{\text {cov }}\right)$.

Specially, this gives the tight asymptotic $k$-cover time for graph random walk. Some interesting instances are as follows.

Example 1 ( $k$-cover time for graph random walks and independent stochastic processes). We have the following consequences of the theorem above.

1. For $k$-coupon collector, the $k$-cover time is $t_{\mathrm{cov}}^{(k)}=\Theta(k n+n \ln n)$. The same is true for all regular expanders including the hypercube.
2. For full binary tree, the $k$-cover time is $t_{\text {cov }}^{(k)}=\Theta\left(k n+n(\ln n)^{2}\right)$.
3. For cycle and path, the $k$-cover time is $t_{\text {cov }}^{(k)}=\Theta\left(k n+n^{2}\right)$.
4. For non-uniform coupon collector with $p=\left(p_{1}, \ldots, p_{n}\right)$ and $p_{*}=\min _{i \in[n]} p_{i}$, the $k$-cover time is $t_{\text {cov }}^{(k)}=\Theta\left(k / p_{*}+t_{\text {cov }}\right)$.

However, this only shows that our lower bound is tight for reversible chains. For the general irreducible chains, the isomorphism theorem does not hold and the above arguments cannot be applied.

### 4.3 Learning and Testing Reversible Chains

In this section, we will see how the $k$-cover time bound together with previous results on testing/learning discrete distributions together yields sample complexity bounds on learning/testing Markov chains. Specially, we consider Markov chains drawn from the family of chains with cover time upper bounded by $t_{\text {cov }}$ and minimum stationary probability lower bounded by $\pi_{*}$, and we denote this family as $\mathcal{M}_{\text {rev }}\left(t_{\text {cov }}, \pi_{*}\right)$.

We have the following theorem on testing and learning Markov chains due to theorems and lemmas proved thus far.

Theorem 6 (Sample complexity bounds for learning/testing reversible chains). For a $n$-state reversible Markov chains from $\mathcal{M}_{\text {rev }}\left(t_{\mathrm{cov}}, \pi_{*}\right)$, we have the following sample complexity bounds.

1. We can $(\epsilon, \delta)$-learn the chain using $O_{\delta}\left(t_{\mathrm{cov}}+\frac{n \ln n}{\pi_{*} \epsilon^{2}}\right)$ samples;
2. We can $(\epsilon, \delta)$-uniform-test the chain using $O_{\delta}\left(n \ln n+\frac{\sqrt{n} \ln n}{\pi_{*} \epsilon^{2}}\right)$ samples;
3. We can $(\epsilon, \delta)$-identity-test the chain using $O_{\delta}\left(t_{\mathrm{cov}}+\frac{\sqrt{n} \ln n}{\pi_{*} \epsilon^{2}}\right)$ samples;
4. We can $(\epsilon, \delta)$-closeness-test the chains using $O_{\delta}\left(t_{\mathrm{cov}}+\frac{\ln n}{\pi_{*}}\left(\frac{n^{2 / 3}}{\epsilon^{4 / 3}}+\frac{\sqrt{n}}{\epsilon^{2}}\right)\right)$ samples.
5. We can $\left(\epsilon_{1}, \epsilon_{2}, \delta\right)$-tolerant-uniform/identity/closeness-test the chain using $O_{\delta}\left(t_{\mathrm{cov}}+\frac{n}{\pi_{*}\left(\epsilon_{2}-\epsilon_{1}\right)^{2}}\right)$ samples.
6. We can $(\epsilon / 2 \sqrt{n}, \epsilon, \delta)$-tolerant-uniform-test the chain using $O_{\delta}\left(t_{\mathrm{cov}}+\frac{\sqrt{n} \ln n}{\pi_{*} \epsilon^{4}}\right)$ samples.
7. We can $\left(\epsilon^{3} / 300 \sqrt{n} \ln n, \epsilon, \delta\right)$-tolerant-identity-test the chain using $O_{\delta}\left(t_{\mathrm{cov}}+\frac{\sqrt{n} \ln n}{\pi_{*} \epsilon^{6}}\right)$ samples.

Proof. This is a direct application of Theorem 1, Theorem 4 and Lemma 2, Lemma 3, Lemma 4. For example, the sample complexity of learning Markov chain $M$ is $O_{\delta}\left(t_{\mathrm{cov}}^{k(n, \epsilon, \delta / 2 n)}\right)=O_{\delta}\left(t_{\mathrm{cov}}+k(n, \epsilon, \delta / 2 n) / \pi_{*}\right)=$ $O_{\delta}\left(t_{\text {cov }}+n \ln n / \pi_{*} \epsilon^{2}\right)$.

## 5 The $k$-cover Time of Irreducible Chains

For general irreducible chains, the connections with resistance network and Gaussian free field no longer hold. However, we can still use the bounds of $k$-return time for irreducible chains to bound the $k$-cover time up to logarithmic factors. We conjecture that the lower bound is tight, i.e., we have $t_{\mathrm{cov}}^{(k)}=\Theta\left(t_{\mathrm{cov}}+k / \pi_{*}\right)$ for all irreducible chains, but we believe advanced tools will be needed to prove this conjecture.

### 5.1 Upper Bound for Irreducible Chains

The proof of the tight upper bound on $k$-cover time for reversible chains uses the connections between the cover time and effective resistance/Gaussian free field, none of which have a nice counterpart for general irreducible chains. However, one can still prove upper bounds on the $k$-cover time that's $O(\ln n)$-factor looser, by bounding the $k$-hitting times (i.e. the first time when a particular state $i_{0}$ is visited $k$ times). Similar idea is used to derive upper bounds on the blanket time in [WZ96].

Lemma 14 (Concentration of the $k$-hitting time). For random walk on irreducible chains, the $k$-hitting time of state $i \in V$ satisfies

$$
\mathbb{P}\left(\tau_{\text {hit }}^{(k)}(i) \geq t\right) \leq e \cdot \exp \left(-t / e\left(t_{\text {hit }}+k / \pi_{i}\right)\right)
$$

for any $t \geq 0$.
Proof. Note for irreducible chains, we still have $t_{\text {ret }}(i)=1 / \pi_{i}$, and hence $t_{\text {hit }}^{(k)}(i)=t_{\text {hit }}(i)+(k-1) / \pi_{i} \leq$ $t_{\text {hit }}+(k-1) / \pi_{i}$ by the Markov property. Hence $\mathbb{P}\left(\tau_{\text {hit }}^{(k)}(i) \geq e\left(t_{\text {hit }}+(k-1) / \pi_{i}\right)\right) \leq 1 / e$. By similar argument used in the exponential decay lemma, we have $\mathbb{P}\left(\tau_{\text {hit }}^{(k)}(i) \geq e m\left(t_{\text {hit }}+(k-1) / \pi_{i}\right)\right) \leq 1 / e^{m}$, and therefore

$$
\mathbb{P}\left(\tau_{\text {hit }}^{(k)}(i) \geq t\right) \leq e \cdot \exp \left(-t / e\left(t_{\text {hit }}+(k-1) / \pi_{i}\right)\right) \leq e \cdot \exp \left(-t / e\left(t_{\text {hit }}+k / \pi_{i}\right)\right) .
$$

This proves the lemma.

This yields an upper bound on $k$-cover time for irreducible chains as follows.
Theorem 7 ( $k$-cover time from $k$-hitting time). For random walk on irreducible chains, we have $t_{\mathrm{cov}}^{(k)}=$ $\tilde{O}\left(t_{\text {cov }}+k / \pi_{*}\right)$.

Proof. We can think of the $k$-cover time $\tau_{\text {cov }}^{(k)}$ upper bounded by the maximum of $k$-hitting times of different states. That is, we have $\tau_{\text {cov }}^{(k)} \leq \max _{i \in V} \tau_{\text {hit }}^{(k)}(i)$. Then by the concentration of $k$-hitting time, we have $\mathbb{P}\left(\tau_{\text {hit }}^{(k)}(i) \geq t\right) \leq e \cdot \exp \left(-t / e\left(t_{\text {hit }}+k / \pi_{i}\right)\right)$. By a union bound, we have

$$
\mathbb{P}\left(\max _{i \in V} \tau_{\text {hit }}^{(k)}(i) \geq t\right) \leq \sum_{i \in[n]} e \cdot \exp \left(-t / e\left(t_{\text {hit }}+k / \pi_{i}\right)\right) \leq e n \cdot \exp \left(-t / e\left(t_{\text {hit }}+k / \pi_{*}\right)\right) .
$$

Now we can transform this high probability bound into expectation form as

$$
\begin{align*}
\mathbb{E}\left[\tau_{\text {cov }}^{(k)}\right] & \leq \int_{t=0}^{e \ln n\left(t_{\text {hit }}+k / \pi_{*}\right)} 1 \cdot d t+\int_{t=e \ln n\left(t_{\text {hit }}+k / \pi_{*}\right)}^{\infty} e n \cdot \exp \left(-t / e\left(t_{\text {hit }}+k / \pi_{*}\right)\right) \cdot d t  \tag{10}\\
& =e \ln n\left(t_{\text {hit }}+k / \pi_{*}\right)+e^{2}\left(t_{\text {hit }}+k / \pi_{*}\right),
\end{align*}
$$

This gives us that $t_{\mathrm{cov}}^{(k)}=O\left(t_{\mathrm{cov}} \ln n+k \ln n / \pi_{*}\right)=\tilde{O}\left(t_{\mathrm{cov}}+k / \pi_{*}\right)$.

### 5.2 Upper Bound for Ergodic Chains

In [WK19b], the family of ergodic chains with pseudo-spectral gap lower bounded by $\gamma_{\mathrm{ps}}$ and minimum stationary probability lower bounded by $\pi_{*}$ as $\mathcal{M}_{\text {erg }}\left(\gamma_{\mathrm{ps}}, \pi_{*}\right)$ is considered.

We remark that this is a sub-family of irreducible chains that have finite-time mixing properties. It excludes all periodic random walks, including simple random walk on a two-node single-edge graph. Thus, our arguments via the $k$-cover time in fact broaden the family of chains that previous results can be applied to. Specially, we use Paulin's result [Pau15] to bound the $k$-cover time w.r.t. the pseudo-spectral gap $\gamma_{\mathrm{ps}}$. This naturally recovers the results in [WK19b, WK20a].

For an irreducible Markov chain $X_{1}^{m}$ over [ $n$ ], given a function $f:[n] \rightarrow \mathbf{R}$ satisfying $f \in L_{2}(\pi)$, i.e., $\mathbb{E}_{i \sim \pi} f^{2}(i)=\sum_{i=1}^{n} \pi_{i} f^{2}(i)<\infty$, then it will have finite stationary expectation as $E_{f} \triangleq \mathbb{E}_{\pi} f=$ $\mathbb{E}_{i \sim \pi} f(i)<\infty$ and finite stationary variance as $V_{f} \triangleq \operatorname{Var}_{\pi}(f)=\mathbb{E}_{\pi} f^{2}-\left(\mathbb{E}_{\pi} f\right)^{2}<\infty$. Then we have the following concentration inequality over Markov chains due to [Pau15].

Lemma 15 (Bernstein inequality for Markov chains). For an irreducible Markov chain $X_{1}^{m}$ over $[n]$ and given $f \in L_{2}(\pi)$, if we have $\left|f(i)-\mathbb{E}_{\pi}(f)\right| \leq C, \forall i \in[n]$, and let $S=\sum_{i=1}^{m} f\left(X_{i}\right)$, then for any starting distribution,

$$
\mathbb{P}(|S-\underset{\pi}{\mathbb{E}}(S)| \geq t) \leq \sqrt{\frac{2}{\pi_{*}}} \exp \left(\frac{-t^{2} \gamma_{\mathrm{ps}}}{-16\left(m+1 / \gamma_{\mathrm{ps}}\right) V_{f}+40 t C}\right) .
$$

Similar inequality is true for reversible Markov chains, with $\gamma_{*}$ instead of $\gamma_{\mathrm{ps}}$ in the right hand side and is slightly tighter.

Lemma 16 (High probability bound on $k$-cover time of ergodic chain). For an ergodic Markov chain with minimum stationary probability $\pi_{*}$ and pseudo-spectral gap $\gamma_{\mathrm{ps}}$, when $m \geq \max \left\{\frac{300}{\pi_{*} \gamma_{\mathrm{ps}}} \ln \left(\frac{n}{\delta} \sqrt{\frac{2}{\pi_{*}}}\right), \frac{2 k}{\pi_{*}}\right\}$, we have $\mathbb{P}\left(\left\{\tau_{\mathrm{cov}} \leq m\right\}\right) \geq 1-\delta$.

Proof. Denote the event $E_{i} \triangleq\left\{N_{i}(m) \in\left[0.5 m \pi_{i}, 1.5 m \pi_{i}\right]\right\}$, and event $E \triangleq \cup_{i \in[n]} E_{i}$. Then due to Paulin's result, we have

$$
\mathbb{P}\left(E_{i}\right)=\mathbb{P}\left(\left|N_{i}(m)-m \pi_{i}\right| \geq 0.5 m \pi_{i}\right) \leq \sqrt{\frac{2}{\pi_{*}}} \exp \left(-\frac{m^{2} \pi_{i} \gamma_{\mathrm{ps}}}{64\left(m+1 / \gamma_{\mathrm{ps}}\right)+80 m}\right)
$$

Here we used $f(j)=\delta_{i}^{j}, \forall j \in[n]$, then $\left|f(j)-\mathbb{E}_{\pi}(f)\right| \leq 1$, and $V_{f}=\pi_{i}\left(1-\pi_{i}\right) \leq \pi_{i}, S=N_{i}(m)=$ $\sum_{i=1}^{m} f\left(X_{i}\right)$. Then by a union bound, we have

$$
\begin{align*}
\mathbb{P}(E) \leq \sum_{x \in[n]} \mathbb{P}\left(E_{x}\right) & \leq \sum_{i \in[n]} \sqrt{\frac{2}{\pi_{*}}} \exp \left(-\frac{m^{2} \pi_{i} \gamma_{\mathrm{ps}}}{64\left(m+1 / \gamma_{\mathrm{ps}}\right)+80 m}\right)  \tag{11}\\
& \leq n \sqrt{\frac{2}{\pi_{*}}} \exp \left(-\frac{m^{2} \pi_{*} \gamma_{\mathrm{ps}}}{150\left(m+1 / \gamma_{\mathrm{ps}}\right)}\right) .
\end{align*}
$$

Thus if we denote $\alpha_{\delta} \triangleq \frac{150}{\pi_{*}} \ln \left(\frac{n}{\delta} \sqrt{\frac{2}{\pi_{*}}}\right)$, then we have for $m \geq \frac{\alpha_{\delta}}{2 \gamma_{\mathrm{ps}}}+\frac{1}{2} \sqrt{\left(\frac{\alpha_{\delta}}{\gamma_{\mathrm{ps}}}\right)^{2}+4 \frac{\alpha_{\delta}}{\gamma_{\mathrm{ps}}^{2}}}, \mathbb{P}(E) \leq \delta$. Note $\alpha_{\delta}>1$, and use $\sqrt{x+y} \leq \sqrt{x}+\sqrt{y}$, we have that $m \geq 2 \frac{\alpha_{\delta}}{\gamma_{\mathrm{ps}}}$ suffices to make $\mathbb{P}(E) \leq \delta$. Note we have $\mathbb{P}\left(E^{c}\right) \leq P\left(\left\{\forall i \in[n], N_{i}(m) \geq 0.5 m \pi_{x}\right\}\right) \leq \mathbb{P}\left(\left\{\forall i \in[n], N_{i}(m) \geq 0.5 m \pi_{*}\right\}\right) \leq \mathbb{P}\left(\left\{\tau_{\text {cov }}^{\left(0.5 m \pi_{*}\right)} \leq m\right\}\right)$.

Let $m \geq \frac{2 k}{\pi_{*}}$, then $\mathbb{P}\left(\left\{\tau_{\text {cov }}^{(k)} \leq m\right\}\right) \geq \mathbb{P}\left(\left\{\tau_{\text {cov }}^{\left(0.5 m \pi_{*}\right)} \leq m\right\}\right)$. Thus, for $m \geq \max \left\{\frac{2 k}{\pi_{*}}, 2 \frac{\alpha_{\delta}}{\gamma_{\text {ps }}}\right\}$, we have $\mathbb{P}\left(\left\{\tau_{\text {cov }}^{(k)} \leq m\right\}\right) \geq 1-\delta$.

This then gives the following bound on the expected $k$-cover time.
Theorem 8 (Upper bound on expected $k$-cover time for irreducible chain). For an ergodic Markov chain with $\pi_{*}$ and pseudo-spectral gap $\gamma_{\mathrm{ps}}$, we have $t_{\mathrm{cov}}^{(k)} \leq \max \left\{\frac{4 k}{\pi_{*}}, \frac{600}{\pi_{*} \gamma_{\mathrm{ps}}} \ln \left(\frac{150 \sqrt{2} n}{\sqrt{\pi_{*}}}\right)\right\}$, and hence $t_{\mathrm{cov}}^{(k)}=O\left(\frac{k}{\pi_{*}}+\right.$ $\left.\frac{1}{\pi_{*} \gamma_{\mathrm{ps}}} \ln \frac{n}{\pi_{*}}\right)$.

Proof. Since for $m \geq \max \left\{\frac{300}{\pi_{*} \gamma_{\mathrm{ps}}} \ln \left(\frac{n}{\delta} \sqrt{\frac{2}{\pi_{*}}}\right), \frac{2 k}{\pi_{*}}\right\}$, we have $\mathbb{P}\left(\left\{\tau_{\mathrm{cov}} \leq m\right\}\right) \geq 1-\delta$. Thus let $t=$ $\frac{300}{\pi_{*} \gamma_{\mathrm{ps}}} \ln \left(\frac{n}{\delta} \sqrt{\frac{2}{\pi_{*}}}\right)$, we have $\mathbb{P}\left(\tau_{\text {cov }}^{(k)} \leq \max \left\{t, 2 k / \pi_{*}\right\}\right) \geq 1-n \sqrt{\frac{2}{\pi_{*}}} \exp \left(-\frac{\pi_{*} \gamma_{\mathrm{p}} t}{300}\right)$. Thus, the expected $k$-cover time

$$
\begin{align*}
\mathbb{E}\left(\tau_{\mathrm{cov}}^{(k)}\right) & =\int_{0}^{\frac{2 k}{\pi_{*}}} \mathbb{P}\left(\tau_{\mathrm{cov}}^{(k)} \geq t\right) d t+\int_{\frac{2 k}{\pi_{*}}}^{\infty} \mathbb{P}\left(\tau_{\mathrm{cov}}^{(k)} \geq t\right) d t  \tag{12}\\
& \leq \frac{2 k}{\pi_{*}}+\int_{\frac{2 k}{\pi_{*}}}^{\infty} n \sqrt{\frac{2}{\pi_{*}}} \exp \left(-\frac{\pi_{*} \gamma_{\mathrm{ps}} t}{300}\right) d t
\end{align*}
$$

This finally gives $t_{\text {cov }}^{(k)} \leq \frac{2 k}{\pi_{*}}+\frac{300 \sqrt{2} n}{\gamma_{\mathrm{ps}} \pi_{*}^{3 / 2}} \exp \left(-\frac{\gamma_{\mathrm{ps}} k}{150}\right)$. When $k \geq k^{*} \triangleq \frac{150}{\gamma_{\mathrm{ps}}} \ln \left(\frac{150 \sqrt{2} n}{\sqrt{\pi_{*}}}\right)$, we have $\frac{150 \sqrt{2} n}{\sqrt{\pi_{*}}} \exp (-$ $\left.\frac{\gamma_{\mathrm{p}} k}{150}\right) \leq 1$, and therefore, $\frac{300 \sqrt{2} n}{\gamma_{\mathrm{ps}} \pi_{*}^{3 / 2}} \exp \left(-\frac{\gamma_{\mathrm{p}} k}{150}\right) \leq \frac{2}{\gamma_{\mathrm{ps}} \pi_{*}}$. Note $k \geq \frac{1}{\gamma_{\mathrm{ps}}}$, thus $\frac{2 k}{\pi_{*}} \geq \frac{300 \sqrt{2} n}{\gamma_{\mathrm{ps}} \pi_{*}^{3 / 2}} \exp \left(-\frac{\gamma_{\mathrm{p}} s}{150}\right)$ and hence $t_{\mathrm{cov}}^{(k)} \leq \frac{4 k}{\pi_{*}}$. But when $k \leq k^{*}$, we have $t_{\mathrm{cov}}^{(k)} \leq t_{\mathrm{cov}}^{\left(k^{*}\right)} \leq \frac{4 k^{*}}{\pi_{*}}$. This proves the theorem.

Remark 1 (Concentration inequality for general irreducible chains). In [Mou20], the following concentration inequality is proved. Here $f:[n] \rightarrow(a, b)$ is any bounded function on the state space and $\mathbf{q}$ is the initial distribution. For any irreducible Markov chain,

$$
\mathbb{P}(|S-\underset{\mathbf{q}}{\mathbb{E}}(S)| \geq t) \leq \sqrt{\frac{2}{\pi_{*}}} \exp \left(\frac{-t^{2}}{2 m(b-a)^{2} t_{\mathrm{hit}}^{2}}\right) .
$$

However, since the right hand side incurs a quadratic dependence on $t_{\text {hit }}^{2}=\tilde{\Theta}\left(t_{\mathrm{cov}}^{2}\right)$, it would yield a much worse bound on the $k$-cover time than that in Theorem 7.

### 5.3 Learning and Testing Irreducible (or Ergodic) Chains

Again, we will see how the $k$-cover time bound implies sample complexity bounds on learning/testing Markov chains. We consider the family of irreducible chains with cover time upper bounded by $t_{\text {cov }}$ and minimum stationary probability lower bounded by $\pi_{*}$, which we denote as $\mathcal{M}_{\text {irr }}\left(t_{\mathrm{cov}}, \pi_{*}\right)$. We also consider $\mathcal{M}_{\text {erg }}\left(\gamma_{\mathrm{ps}}, \pi_{*}\right)$, the family of ergodic chains with pseudo-spectral gap lower bounded by $\gamma_{\mathrm{ps}}$ and minimum stationary probability

The following theorem on testing and learning Markov chains is a natural corollary of the theorems proved.
Theorem 9 (Sample complexity bounds for learning/testing irreducible chains). For a $n$-state irreducible Markov chains from $\mathcal{M}_{\text {irr }}\left(t_{\mathrm{cov}}, \pi_{*}\right)$ (or $\mathcal{M}_{\text {erg }}\left(\gamma_{\mathrm{ps}}, \pi_{*}\right)$ ), we have the following sample complexity bounds.

1. We can $(\epsilon, \delta)$-learn the chain using $\tilde{O}\left(t_{\mathrm{cov}}+\frac{n}{\pi_{*} \epsilon^{2}}\right)\left(\operatorname{or} \tilde{O}\left(\frac{1}{\pi_{*} \gamma_{\mathrm{ps}}}+\frac{n}{\pi_{*} \epsilon^{2}}\right)\right)$ samples;
2. We can $(\epsilon, \delta)$-identity-test the chain using $\tilde{O}\left(t_{\mathrm{cov}}+\frac{\sqrt{n}}{\pi_{*} \epsilon^{2}}\right)\left(\right.$ or $\left.\tilde{O}\left(\frac{1}{\pi_{*} \gamma_{\mathrm{ps}}}+\frac{\sqrt{n}}{\pi_{*} \epsilon^{2}}\right)\right)$ samples;
3. We can $(\epsilon, \delta)$-closeness-test the chains using $\tilde{O}\left(t_{\mathrm{cov}}+\frac{1}{\pi_{*}}\left(\frac{n^{2 / 3}}{\epsilon^{4 / 3}}+\frac{\sqrt{n}}{\epsilon^{2}}\right)\right)\left(\right.$ or $\left.\tilde{O}\left(\frac{1}{\pi_{*} \gamma_{\mathrm{ps}}}+\frac{1}{\pi_{*}}\left(\frac{n^{2 / 3}}{\epsilon^{4 / 3}}+\frac{\sqrt{n}}{\epsilon^{2}}\right)\right)\right)$ samples.
4. The other results are analogous to Theorem 6, within a logarithmic factor.

Proof. This is a direct application of Theorem 1, Theorem 7 and Lemma 2, Lemma 3, Lemma 4. Results about Markov chains from $\mathcal{M}_{\text {ierg }}\left(\gamma_{\mathrm{ps}}, \pi_{*}\right)$ uses Theorem 8 instead of Theorem 7.

## 6 Conclusion and Open Problems

In this paper, we considered the problem of testing and learning Markov chains from a single trajectory. We show that the sample complexity of a number of learning and testing problems over Markov chains is strongly related to the $k$-cover time of the unknown chain. We then proved that $t_{\mathrm{cov}}^{(k)}=\Theta\left(t_{\mathrm{cov}}+k / \pi_{*}\right)$ for reversible Markov chains and $t_{\text {cov }}^{(k)}=\tilde{\Theta}\left(t_{\mathrm{cov}}+k / \pi_{*}\right)$ for general irreducible Markov chains. These results on $k$-cover time give sample complexity bounds for a broad family of learning and testing problems over Markov chains, and apply to a broader family of chains than in the previous works.

We leave the tight characterization of $k$-cover time for irreducible chains as an open problem, but we conjecture the lower bound to be tight. It would also be nice if one can prove corresponding lower bounds on sample complexity using the idea of $k$-cover times.

Moreover, it has been considered by Newman that the second set of coupon in the coupon collector's problem costs $\Theta(n \ln \ln n)$, even though the first set of coupon costs $\Theta(n \ln n)$ in expectation. It's dubbed the "double dixie cup problem" in [New60]. We find it interesting to ask similar questions in the setting of Markov chains: what's the cost of a second cover in $n$-cycle, $n$-path or torus? By our theorem for $k$-cover time, for $k$ large enough, it seems that each marginal cover costs $\Theta\left(1 / \pi_{*}\right)$, but it gives no clue about the cost of the second cover.
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